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Water Use Requirements for Data Centers in Texas

A White Paper on the Evolving Demands of Water Use in Data Center
Infrastructure in Texas

About This Report — A Message from the COMPASS

At COMPASS, we are committed to advancing data-driven insights that support resilient in-
frastructure and sustainable resource management across Texas. This white paper reflects
our growing focus on water use in large-load operations, particularly data centers, as part of a
broader effort to understand the evolving demands on regional water systems.

The research spotlights a critical finding: where and when water is sourced can be just as con-
sequential as how much is used. As data center development accelerates, these nuances will
shape the future of water planning, permitting, and investment. We’ve included preliminary esti-
mates, industry comparisons, engineering, and geospatial considerations to help stakeholders
navigate this complex landscape.

Our goal is to inform public and private decision-makers about the opportunities and challenges
associated with this fast-evolving sector and to help shape pathways that align economic com-
petitiveness with community stewardship and regional resilience. This report reflects our com-
mitment to supporting the growth of resilient digital infrastructure that meets the needs of both
industry and communities in Texas.
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Executive Summary

Texas is rapidly emerging as one of the largest and fastest-growing data center markets in
the United States, driven by energy availability, competitive energy pricing, abundant land,
and robust infrastructure investments [1]. As of September 2025, Baxtel reports a total of
484 data centers in Texas, comprising 297 operational facilities, 109 under construction, and
124 planned [2]. The power demand from data centers in Texas has escalated sharply, with
the sector accounting for a significant and growing share of regional electricity consumption.
Texas data centers are concentrated in major hubs such as Dallas, Houston, Austin, and San
Antonio, while expansive new campuses are being planned in the rest of the state [3, 4, 5].
With forecasted total capacity surpassing 70 GW by 2030, Texas data centers will consume
electricity equivalent to tens of millions of homes, accentuating the immense scale of these
operations [6].

Data centers are now recognized as the most energy-intensive elements of the digital economy
[7, 8]. The total electrical power going into a single data center rack is expected to approach
1 MW by 2028 [9, 10] —equivalent to the energy use of roughly 1,000 U.S. homes flowing
into a computing unit the size of a bookcase. Every unit of electrical energy flowing into mi-
croprocessors powering Al compute applications is eventually converted to heat, which needs
to be removed. This is made more challenging by the fact that the electronic packages them-
selves have shrunk in size/volume over time, producing extremely high heat fluxes, sometimes
comparable to heat fluxes on the surface of the sun (~ 60-70M W /m?) [11]. All this implies
that at the hyperscale data center-level, thermal management to remove 100's MW of heat
will be required. This magnitude of energy rivals numbers associated with power plants and is
comparable to the energy requirements of small cities.

While energy consumption has dominated the recent discourses on data centers, water re-
quirements — both direct and indirect — are now recognized as equally critical, particularly
in the context of regional water scarcity and infrastructure resilience [12, 13]. As computa-
tional loads increase and thermal management becomes more complex, cooling technologies
that rely heavily on water are being scaled across global networks of facilities [14]. This trend
poses significant challenges for sustainable operations, particularly when economic incentives
prioritize performance and cost efficiency over hydrological impact.

In addition to direct water use for cooling data centers, indirect water use occurs through elec-
tricity generation that powers data center operations. Since much of Texas’s dispatchable elec-
tricity is produced by thermoelectric power plants fueled by natural gas, coal, or nuclear, which
themselves consume significant water for cooling, the total water footprint of data centers ex-
tends beyond onsite consumption [15, 16]. This coupled water demand from both the opera-
tional and energy supply sides is estimated at 5 billion gallons in Texas in 2025, equivalent to
about 0.4% of statewide water use. While the total statewide water use might appear low in
percentage terms, this number is significantly higher in many water-stressed areas; additionally
water-use will likely be much higher than the current estimates [17].



Efforts to address water requirements must emphasize the need for technological diversifica-
tion and policy frameworks that consider local water availability, water treatment options, and
the energy-water nexus. While data centers will drive economic growth and digital innovation,
recognizing their water footprint will encourage more sustainable design and resource manage-
ment practices critical to Texas’s infrastructural resilience [18]. Left unaddressed, water issues
have the potential to halt Texas’s ambition and potential in Al and digital infrastructure.

This white paper addresses the urgent and growing need to understand and quantify the water
footprint of data centers, alongside their escalating energy demands. Water has now emerged
as a primary constraint in data center planning, particularly in regions vulnerable to drought,
water stress, or infrastructure limitations. The adoption of water-intensive cooling systems,
such as evaporative and hybrid technologies, while advantageous for energy efficiency, raises
concerns over freshwater use and long-term sustainability. This white paper positions water
not as a secondary input, but as a core engineering, environmental, and policy issue in the
future of digital infrastructure.

Structured around three interrelated objectives, this white paper:

1. Quantifies the scale and growth of water and energy use in current and future data center
configurations;

2. Highlights and assesses key water treatment technologies—thermal and membrane-based,
that can reduce dependence on freshwater sources;

3. Proposes a regulatory and policy roadmap to support water stewardship and resilient
infrastructure development in the data center sector.

Subsequent chapters build upon these goals and contribute to a holistic understanding of water
in the data center context:

Chapter 1 — Brief Overview of the Impact of Data Centers on Energy and Water Demand
This chapter details the increasing infrastructure requirements of data centers, focusing on
how the expansion of digital workloads and Al technologies is driving both energy and water
consumption. It frames the foundational importance of resource management in data center
design and planning.

Chapter 2 — The Energy-Water-Data Nexus: Understanding Water Needs for Cooling Data
Centers

Chapter 2 establishes the conceptual framework of the energy-water nexus in digital infrastruc-
ture. It provides estimates of water use associated with various cooling systems and highlights
the unique pressures of Al-related technologies on thermal management systems.

Chapter 3 —-Understanding Indirect-Use Water Requirements for Data Centers in Texas
This chapter presents projected indirect water demand scenarios from 2025 to 2030 based on



empirical data and power capacity growth. It includes modeling outputs that compare different
power generation technologies and their water use profiles.

Chapter 4 — Water Quality and Treatment Considerations

This chapter assesses the techno-economic aspects of sourcing and treating water for data
center cooling. It analyzes treatment of non-conventional water sources (groundwater, sea-
water, produced water) using existing commercial solutions and concentrate disposal options,
thereby highlighting new water sourcing options for data centers.

Chapter 5 — Regional and Sectoral Comparison of Water Consumption

Chapter 5 defines a simple accounting framework for total data center water use (direct plus
indirect), then applies it to ERCOT-provided scenarios to compare data center-related with-
drawals against other sectors over time.

Chapter 6 — Transparent and Resilient Data Center Planning: Policy Recommendations
The final chapter presents a strategic roadmap for sustainable water governance in the data
center sector. It proposes policies related to water disclosures, usage caps, reuse incentives,
and public-private collaboration for regional infrastructure resilience.

Texas’s data center market is at the forefront of an unprecedented infrastructure expansion that
will significantly influence the state’s energy, water, and land resource dynamics. Strategic,
forward-looking planning and regulatory coordination are essential to support this growth with-
out compromising grid stability or aggravating regional water scarcity. The issues considered
in this white paper will lead to a framework for balancing economic vitality with conscientious
resource management in the digital age.



1. Brief Overview of the Impact of Data Centers on Energy and Wa-
ter Demand

In recent years, the data center industry has undergone a fundamental transformation in both
scale and complexity. Initially conceived as relatively compact facilities focused on supporting
enterprise IT workloads, modern data centers, particularly those driven by Al, high-performance
computing, and hyperscale cloud operations, have evolved into massive industrial infrastruc-
ture projects with growing and often conflicting demands on energy, water, land, and material
resources. This convergence of pressures introduces profound challenges for engineering de-
sign, regulatory oversight, and corporate sustainability strategies [4, 19].

One of the most significant developments is the surge in energy demand, particularly due to the
transition from CPU-based architectures to high-density GPU and Al accelerator systems [20].
Although these newer processors offer superior performance per watt, their absolute energy
consumption per rack is significantly higher than traditional systems. Forinstance, a typical data
center rack in 2010 drew approximately 4-5 kW of power, primarily from CPU-based servers.
In contrast, Al-oriented racks equipped with NVIDIA’'s Blackwell or Hopper GPUs in 2025 can
exceed 80—100 kW per rack, reflecting nearly a 15-20x increase in power density [21, 22].
Despite remarkable improvements in chip-level energy efficiency—modern GPUs deliver over
20x more performance per watt compared to the 2010 Fermi architecture—the overall scale of
computation has vastly outpaced all efficiency gains [23]. The net result has been a dramatic
rise in both total energy demand and thermal output across the data center sector, thereby
increasing the dependency on advanced cooling systems and, by extension, on water. It is
estimated that heat loads will approach 1 MW per rack by 2028, which portends a spike in
water use by data centers, aggravated by hot, humid conditions in many parts of Texas.

The emergence of gigawatt-scale Al campuses further complicates these dynamics. These
facilities, which can demand as much power as a small city, differ markedly from their prede-
cessors in terms of design, cooling requirements, spatial footprint, and utility integration. Hyper-
scale and Al oriented data centers depend on high-capacity electrical infrastructure and special-
ized cooling systems whose design choices, such as evaporative towers, chillers, or reclaimed
water loops, strongly shape their direct and indirect water footprints at the site and regional
scale [24, 25]. Unlike traditional data centers, which aimed for redundancy and modularity, Al-
focused campuses are optimized for throughput and density, often trading off flexibility for raw
processing power [26, 27]. This evolution has transformed data centers into high-consumption
industrial assets, with decisions around siting and design now affecting public infrastructure,
regional water supplies, and critical materials supply chains.

Data center operators face a fundamental profit-maximizing tradeoff between investing in ef-
fective cooling technologies, minimizing energy and water costs, and meeting sustainability
targets, especially when water quantity or quality are constraints. Operators prioritize cooling
strategies that reduce both immediate operational expenses and long-term total cost of own-
ership. More effective cooling shrinks energy bills (which can account for over 40% of a data



center’s total spend) and makes the facility more competitive [20, 28].

At the heart of these developments lies a complex trade-off structure in which energy use, water
use, land use, and material use efficiency cannot be simultaneously maximized. Optimizing for
one resource often entails compromises elsewhere. An energy-efficient cooling system may
be highly water-intensive; a water-conserving approach may raise electricity usage or capi-
tal costs; a dense Al configuration may reduce spatial footprint but increase thermal intensity
and require the use of rare materials or challenging technologies. These trade-offs are often
resolved not through sustainability metrics but through financial optimization: capital and op-
erational expenditure, return on investment, and total cost of ownership considerations. In this
context, profit-maximizing behavior frequently privileges efficiency gains that are measurable
in utility bills or hardware performance.

Technology selection therefore, should reflect broader economic and infrastructural consider-
ations. Operators prioritize reliability and cost, and in regions where water availability is not
constrained by physical conditions or regulation, market incentives often favor options with
higher water footprints. Rapid data center growth in such regions can outpace water planning
frameworks, limiting transparency and policy oversight [29, 30]. Without standardized report-
ing of metrics such as water usage effectivemness (WUE), the scale and implications of data
center water use will remain difficult for utilities, regulators, and communities to fully assess.

Despite the growing attention to data center-related water impacts, utilities and municipalities
continue to face significant information gaps [17]. Most data centers do not readily report de-
tailed facility-level data on water withdrawals, blowdown volumes, discharge quality, or system
losses, limiting water suppliers’ ability to forecast load growth, infrastructure stress, or treat-
ment capacity needs. This lack of transparency limits municipal water suppliers and wastew-
ater utilities from accurately forecasting demand, planning infrastructure, or managing treat-
ment and regulatory compliance. As a result, discharged water, one of the least studied as-
pects of the data center footprint, remains poorly integrated into regional resource management
and long-term financial planning, increasing uncertainty, operational risks, and the potential for
stranded assets. This lack of standardized and comprehensive reporting complicates forecast-
ing, increases uncertainty in utility-side capital planning, and raises the risk of stranded assets,
regulatory noncompliance, and unanticipated operational burdens for both water supply and
wastewater utilities.

To address the growing water requirements of data centers, a reorientation of design priorities
and policy mechanisms is urgently needed. This includes the development of integrated metrics
that capture both energy and water efficiency, the use of non-potable or reclaimed water where
feasible, and the establishment of water reporting standards analogous to carbon disclosures.
From an engineering perspective, investment in adaptive cooling systems, modular infrastruc-
ture, and site-specific hydrological planning will be essential to balance performance with water
stewardship. Most importantly, the economic models that govern data center expansion must
evolve to account for the true cost of water use.



2. The Energy-Water-Data Nexus: Understanding Water Needs for
Cooling Data Centers

Data centers are rapidly becoming one of the fastest-growing large loads in the United States,
intensifying scrutiny of water use from both onsite cooling and offsite electricity generation [31,
25, 32]. Their water footprint is increasingly important as freshwater supplies face pressure
from population growth, agriculture, and water-intensive industries such as irrigation and man-
ufacturing [33]. These needs are particularly significant in water-stressed regions of the south-
ern and western U.S. Understanding water requirements, across quantity, quality, technology
choice, and local system constraints, is essential for utilities and policymakers planning future
development. This chapter establishes a framework for evaluating data center water demand
and the associated infrastructure, policy, and resource challenges.

Data centers incur large water demands that vary significantly with the cooling technology used,
creating a clear water—energy tradeoff. Evaporative systems such as cooling towers deliver
very high performance and low energy use, making them the workhorses of modern data cen-
ters. However, they rely on continuous water evaporation and blowdown, driving direct con-
sumption as high as 300,000 gallons/day for mid-sized facilities and up to 5 million gallons/day
for hyperscale data centers [24]. Air-cooled and air-source heat-pump systems eliminate di-
rect water use and can achieve low WUE values (0.0053 gal/kWh), but they require much more
electricity, often raising indirect water use (power generation) [34, 35]. Hybrid systems that pair
cooling towers with heat pumps reduce water losses while maintaining high performance, but
still require careful water treatment associated with cooling towers to control scaling, corrosion,
and biofouling. Table 1 and Figure 1 summarize these technology-dependent water—energy
tradeoffs.

Water remains the most effective medium for transferring heat from electronic equipment to
the atmosphere, and most data centers rely on water-based cooling systems to maintain op-
erational reliability. Although water-free alternatives exist, they typically require substantially
higher capital investment and increased energy consumption. As shown in Table 1, four widely
deployed cooling technologies differ significantly in PUE and WUE, the primary metrics used
to assess efficiency. While all deliver adequate thermal performance, their cost and resource
footprints vary. Technologies that are still in early development or suitable only for niche appli-
cations are not considered in this analysis.

Table 1 highlights a consistent trade-off: reducing direct water use generally increases energy
demand and operational cost. Conventional cooling towers dominate current practice due to
their maturity, efficiency, and community acceptance, but require ongoing evaporative water
loss proportional to data center load. In contrast, air-cooled systems and heat pumps reduce
onsite water withdrawals but impose higher energy requirements—especially in hot and hu-
mid regions—and higher capital costs, particularly for heat pumps. These additional electricity
needs can shift water consumption upstream to power generation. Hybrid configurations seek
to balance these effects by combining evaporative cooling with heat pumps. Figure 1 is a



Table 1: Overview of key technologies used to cool data centers

Cooling Technology WUE CAPEX Key Aspects
Range
(gal/kWh)
Direct Evaporative 1.3-1.35  0.46- X (base-  Widely used.
Cooling (Cooling 0.66 line) High water consumption due to evap-
tower) orative losses.

Good energy efficiency.
Scaling and fouling are significant
issues; rigorous water quality monitor-

ing needed.
Al Goailing 14-1.8  0-0.01 0.5X Minimal water consumption but high
(Dry Cooling) PUE
Some water needed in winter to main-
tain humidity.
Not suited for high power density data
centers or hot climates.
Heat Pump Cooling 1.2-14 0.08- 5X Energy-efficient cooling that can re-
0.13 cover/reuse heat.
Moderate water consumption depend-
ing on system design.
High CAPEX.
Hybrid Cooling (Heat 1.15- 0.13- 3X Dynamic switching leverages evapo-
Pump + Evaporative) 1.25 0.40 rative cooling during favorable condi-
tions.

Lower PUE, WUE compared to direct
evaporative cooling.

graphical summary of the four cooling technologies discussed above.

The overall WUE across the industry averages 0.48 gal/kWh, driven largely by evaporative
cooling systems. In the US, direct water use for data-center cooling was 17 billion gallons in
2023 (equivalent to 25,000 Olympic-sized swimming pools). This number is projected to double,
or even quadruple, by 2028 as evaporative and hybrid cooling systems continue to dominate
new construction [36, 37]. Several states are already seeing this pressure. In Texas, data
centers are expected to consume 50 billion gallons of water in 2025 solely for cooling servers
that support Al and cloud services [38]. By 2030, annual water use by Texas data centers is
estimated to reach 400 billion gallons, which is 6.6% of the state’s total water consumption.
These rising demands underscore that the choice of cooling technology, whether evaporative,
forced air, heat pumps, or hybrid, directly affects regional water stress.

Water quality considerations (such as treatment to prevent scaling, corrosion, and biofouling)
and water treatment technologies will add further operational and environmental constraints.
Cooling towers require regular monitoring and maintenance, and downtime negatively affects
data center reliability. These factors influence the volume and quality of water utilities must
provide, and in regions with limited supply, this can intensify local water stress and increase
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Figure 1: Graphical summary of power usage effectiveness (PUE) and water use effectiveness (WUE) associated
with various cooling technologies for data centers.

competition among users. Accordingly, the types of cooling systems deployed and the avail-

ability of suitable water sources will play a decisive role in shaping the long-term sustainability
and resilience of the global data-centers.
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3. Understanding Indirect-Use Water Requirements for Data Cen-
ters in Texas

An important, and at times unaccounted for, metric that data center operators and regulators
need to consider is the secondary water requirements of data centers — specifically, water
required to generate the electrical power to operate them.

Texas'’s four leading power generation fuel sources (in decreasing percentage) are natural gas,
renewables (wind and solar), coal, and nuclear [39]. With natural gas, power generation is
either combined cycle-based or traditional gas turbine-based, with combined cycle accounting
for a majority share. Water requirements for each of these generation schemes are reported
in Figure 2 and Table 3. Metrics are reported in gallons per kilowatt-hour (gal/kWh) for both
water withdrawal intensity—the total water taken from a source—and water consumption in-
tensity. Water consumption is the amount of water withdrawn that is permanently removed
from the water source due to process losses, evaporation, or other irreversible losses [34, 40].
While water consumption is undoubtebly a critical metric, water withdrawal is also an important
consideration since the communities where these data centers are located will be impacted if
power production withdraws large amounts of water.

Natural gas-based power generation will be the dominant technology for independent power
infrastructure (termed “behind the meter”) for data centers. Data for power plant water con-
sumption is available from the U.S. Energy Information Administration (EIA) [41]. Cooling sys-
tems for power plants are categorized into either open or closed systems. Between these two
designations, there are five reported processes in use, three of which are commonly deployed
across Texas for natural gas power plants (emphasized in orange in Table 2):

Power plant

Power plant Power plant

Warm water
discharge

Cool water Warm water
Cooling pond

Coolwater
intake

Coolwater

intake Coolingtower

(ON) Once through No Cool Pond (OC) Once through with Cool Pond (Rl) Recirculating: Induced Draft

Figure 2: Schematic depictions of an open system once-through cooling with no cooling pond (ON), open system
once-through cooling with a cooling pond (OC), and a closed loop recirculating air cooler (RI).
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Table 2: Breakdown of cooling system types in use across Texas

Cooling System Type Description

Closed Cooling System Types

(DC) Dry Cooling Air is used to cool the power facility with no water
usage; functions similarly to a car radiator.

(RI) Recirculate: Induced Draft Evaporative cooling via air pulled through the tower
by fans mounted on top.

(RC) Recirculate: Cooling Pond Warm water discharge is cooled in a pond through
convection (evaporation) and conduction (mixing
with pond volume) before reuse.

Open Cooling System Types

(OC) Once Through with Cooling Pond Warm water output is temporarily held in a cooling
pond before discharge to the original water source;
no reuse.

(ON) Once Through No Cooling Pond ~ Water is withdrawn from a natural source, used once
for cooling, and discharged without reuse.

Water Intensity of Power Generation

Figure 3 shows the 2023 annual average water withdrawal and water consumption intensities
for power generated by coal, natural gas, and nuclear.

Natural gas fuel type has the largest average water withdrawal intensity as a result of once-
through cooling systems located on the Gulf Coast that withdraw vast quantities of seawater.
Modern natural gas power plants use closed cooling systems which withdraw significantly less
water. For recirculating induced draft cooling at natural gas power facilities (54% of the re-
porting facilities), the annual average water withdrawal intensity was 1.17 gal’kWh and water
consumption was 0.86 gal/kWh (~75% of water withdrawal rate). For data centers connect-
ing to the grid, their average indirect water requirements for withdrawal are 87 gal/kWh, and
average water consumption is 0.96 gal/kWh. Overall annual water consumption for mid- and
large-sized data centers ranges from 12 to 660 million gallons. Significant water use for power
generation highlights the "hidden” water footprint of data centers and the need for thoughtful
water considerations.

13
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Figure 3: Average water intensities across all cooling types for coal, natural gas, and nuclear power production
facilities in Texas for 2023.

Table 3: Estimated annual water consumption associated with power generation for data centers. Water
consumption depends on fuel type and is estimated for mid-size (60 million kWh/year) and large-sized (600 million
kWh/year) data centers.

Fuel Type Water Consump- Mid-Sized Large-Sized

tion (gal/kWh) Data Center Data Center
Coal 0.5-1 30 — 60 million gal 300 — 600 million gal
Nuclear 0.5-0.6 30 — 36 million gal 300 — 360 million gal
Natural Gas 02-11 12 — 66 million gal 120 - 660 million gal
Wind & Solar PV ~0 ~0 ~0
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4. Water Quality and Treatment Considerations

Recent growth and general acceptance of desalination technologies opens up possibilities for
the use of saline water streams for data centers. In general, potential saline streams can be
broadly categorized as i) brackish water, ii) seawater, and iii) hypersaline industrial wastew-
aters, each distinguished by salinity level, geographic occurrence, and treatment complexity.
Brackish water, typically containing 1,000—-10,000 ppm of total dissolved solids (TDS), is widely
distributed in inland aquifers and estuarine interfaces where freshwater and saline flows inter-
mingle. These intermediate-salinity reserves often provide the most practical opportunities for
decentralized or inland desalination due to their moderate energy requirements and potential
proximity to new data centers. Seawater is a possibility for data centers in coastal regions.
Seawater desalination (average TDS: ~35,000 ppm) is well-established and is the basis of
large-scale desalination in certain energy-rich parts of the planet.

At the high end of the salinity spectrum, hypersaline industrial wastewaters—notably oilfield-
produced water (PW), concentrated mining effluents, and power-plant blowdown streams—can
exhibit TDS levels exceeding 50,000 ppm, with some exceeding 200,000 ppm. PW, abundant
across energy-producing basins such as the Permian and Eagle Ford in Texas, represents
both a disposal challenge and a potential resource. Via advanced desalination processes,
these streams can serve as viable nontraditional water sources for data centers, reducing the
stress on conventional freshwater sources while also supporting circular water-use strategies
[42, 43].

Desalination technologies broadly fall into two categories: thermal and membrane-based. Ther-
mal techniques like mechanical vapor compression (MVC) and multi-stage flash (MSF) have
been widely employed in the Middle East for decades for seawater desalination. It is noted
that thermal techniques are highly energy- and CAPEX-intensive; their key advantage is that
they are insensitive to feedwater salinity. Membrane-based techniques like reverse-osmosis
(RO) are much less energy-intensive than thermal; however, they are subject to membrane
degradation issues and can only treat streams with TDS less than 50,000 ppm. While PW can
have much higher salinity, it should be noted that 20% of PW in the Permian Basin in Texas has
salinity less than 50,000 ppm. Given that the Permian produces 20 million barrels of water/day,
the sheer volume of water is sufficient to justify the use of either thermal or membrane-based
water treatment. It is noted that extensive pre- and post-treatment of water will be required for
use by data centers.

Following desalination, the residual concentrate stream requires careful management, as its
disposal strongly determines environmental and sustainability aspects of the entire water treat-
ment project. Any meaningful, holistic analysis of water treatment has to account for con-
centrate stream disposal, which is subject to regulation. The most conventional practice is dis-
charge to natural water bodies, such as marine outfalls, rivers, or evaporation ponds, where the
concentrate—typically containing up to 70,000 ppm of dissolved salts—is diluted and dispersed
within larger water volumes. For inland or water-stressed locations where direct disposal is not

15



feasible, Minimal Liquid Discharge (MLD) approaches are increasingly adopted to maximize
freshwater recovery and minimize the volume of liquid waste. MLD systems generally oper-
ate with concentrate salinities in the range of 130,000-200,000 ppm [44]. Beyond improving
water utilization, MLD offers a more environmentally benign disposal route, substantially reduc-
ing the potential for soil and groundwater salinization compared with conventional discharge.
At the most advanced end of the treatment spectrum, Zero Liquid Discharge (ZLD) systems
further concentrate the brine, beyond 200,000 ppm [43] up to near saturation limit (260,000
ppm for aqueous sodium chloride), crystallizing the remaining salts for solid waste manage-
ment. Although ZLD entails greater energy intensity and CAPEX, it provides a closed-loop,
zero-release solution that virtually eliminates liquid discharges and enables safer handling of
hypersaline produced water and other industrial effluents. These attributes make ZLD attrac-
tive for data-center cooling frameworks pursuing water-neutral and environmentally sustainable
operations.

Figure 4 illustrates key results from recent analysis (by Prof. Bahadur’s group) of water treat-
ment of various streams, including groundwater, seawater, mild hypersaline PW from Permian
Basin, and hypersaline PW from Permian Basin. Freshwater recovery, energy consumption,
and costs are quantified as a function of the concentrate discharge technology (disposal to wa-
ter bodies, MLD, and ZLD). Figure 4a shows that the freshwater yield is highest for brackish-
water feed, which can be attributed to its relatively low salt content and high recoverable water
fraction. Figure 4a also shows that freshwater yields reduce as the salinity of feedstream in-
creases and the concentrate discharge requirements become less stringent. Clearly, significant
quantity of freshwater can be obtained for various feedwater streams.

Figure 4b shows that brackish-water desalination needs the lowest energy; however, its en-
ergy demand doubles if the brine management strategy shifts from water-body disposal to ZLD
operation, since additional energy is required for higher recovery. In general, MLD and ZLD
systems, while being environmentally superior, inherently entail higher energy intensity com-
pared to conventional brine disposal options.

The levelized cost of freshwater for different configurations is shown in Figure 4c. Brackish wa-
ter desalination has the lowest cost among all cases analyzed. As feed salinity increases, the
cost of freshwater production rises accordingly. For instance, for MLD upper-limit operation,
the cost for seawater desalination is nearly 2.5 times higher than that of groundwater desali-
nation. For a given feed salinity, increasing the discharge brine concentration from water-body
discharge to MLD or ZLD limits raises costs for brackish and seawater cases, owing to the high
energy and CAPEX of the thermal techniques required for extended recovery; this is consistent
with the energy consumption trends.
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Figure 4: Key performance metrics of conventional desalination systems for various saline water streams and
concentrate brine disposal options.



5. Regional and Sectoral Comparison of Water Consumption

Table 4: Texas Water Development Board (TWDB) Projected Water Demand by Category in Texas (2020-2050),
Billion Gallons [33]

Category 2025 2030 2040
Irrigation 3,078 (52.5%) 3,058 (50.9%) 2,834 (47.5%)
Livestock 108 (1.84%) 110 (1.83%) 116 (1.94%)
Manufacturing 435 (7.42%) 499 (8.31%) 499 (8.36%)
Mining 132 (2.25%) 132 (2.20%) 118 (1.98%)
Municipal 1,701 (29.0%) 1,897 (31.6%) 2,097 (35.1%)
Steam-electric 304 (5.19%) 304 (5.06%) 304 (5.09%)
Texas Total 5,861 6,003 5,971

Note: Data center water-use values represent the authors’ average estimates across all modeled scenarios. These
values are based on engineering calculations using publicly available assumptions on cooling systems, energy use,
and representative facility designs. Actual water consumption will vary by site, technology, and operations. The
authors do not have access to facility-level, operator-reported water-use data for Texas data centers.

We developed a scenario-based model to estimate Texas data center water use, expressing
both direct and indirect consumption as a percentage of statewide demand (TWDB projections).

Table 4 presents modeled estimates based on cooling requirements, server utilization, and ex-
pected deployment. These values are indicative; actual water use varies with location, cooling
technology, climate, and operational strategy. The analysis considers multiple capacity sce-
narios, facility operational cases, and electric grid mixes. Detailed numbers and description in
Appendix Table 5:

» Capacity Scenarios: Projected data center power capacities (in Gigawatts) for the years
2025, 2030, and 2040 under Low, Medium, and High growth cases.

» Facility Cases: Variations in data center operational efficiency, characterized by server
utilization, PUE, and WUE (in gal/lkWh). Three cases were considered: Base Case, High
Efficiency, and Low Efficiency.

» Grid Cases: Different electric grid generation mixes within ERCOT were modeled to
capture the variability of indirect water use. The mixes include ERCOT Low (renewables-
heavy), ERCOT Moderate (balanced), and ERCOT High (thermal-heavy) scenarios.

Projected water use associated with data centers in Texas is expected to increase substantially
under future capacity scenarios. Considering both direct water use for cooling and indirect use
from power generation, annual withdrawals could rise from roughly 0.75% of statewide demand
in 2025 to 3-5% under low-capacity scenarios (40—-60 GW) or 5-9% under high-capacity sce-
narios (70—110 GW) by 2030-2040, approaching levels comparable to several major industrial
sectors.
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Figure 5: Total water use across capacity scenarios (Low, Medium, High) under three ERCOT grid mixes. Percent
values on bars represent each scenario’s share of statewide Texas water withdrawals. Error bars show the variation
across min/max values. CV (coefficient of variation) is calculated as the ratio of the standard deviation to the mean
of the total water-use average.
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For context, the Texas Water Development Board (TWDB) projects total statewide water de-
mand in 2040 to reach 5,970 billion gallons, with irrigation and municipal use accounting for
47.5% and 35.1%, respectively. Other significant water use sectors include manufacturing
(8.36%), steam-electric generation (5.09%), mining (1.98%), and livestock (1.94%). Under the
most water-intensive data center scenarios, withdrawals could exceed those of mining and
livestock, and likely exceed those associated with steam-electric generation. This signals a
potential shift in the composition of Texas’s water demand portfolio.

Although data centers are a minor contributor under low- and moderate-intensity scenarios,
high-capacity deployments and thermally intensive grids could make them a significant source
of consumptive water use, especially in water-stressed regions. The variability across scenar-
ios also underscores the importance of incorporating energy grid mix, facility efficiency, and
PUE/WUE metrics when projecting future consumptive water impacts of data centers.

Figure 5 collectively demonstrates how projected total water use associated with data center op-
erations in Texas varies across three principal dimensions: capacity scenarios, grid fuel mixes,
and temporal horizons (2030 versus 2040). Each chart corresponds to a distinct ERCOT grid
scenario—Low (renewables-heavy), Moderate (balanced), and High (thermal-heavy)—and de-
picts the scaling of water withdrawals with increasing data center capacity levels (Low, Medium,
High) over time. Coefficients of variation (CV) range from 0.20-0.22 across scenarios, reflect-
ing moderate variability in projected water use due to differences in facility efficiency, capacity
assumptions, and grid composition. Higher CV indicates that uncertainty in operational or grid
conditions meaningfully affects potential water use estimates.

Table 4 situates these water demands in the context of statewide sectoral withdrawals, demon-
strating that, although small relative to irrigation and municipal use, data center-related water
demand is comparable to smaller industrial and thermal sectors and will grow in significance
under high-demand futures.

Total water use rises with capacity across all grid scenarios. In 2040 under ERCOT High,
withdrawals reach ~500 billion gallons for High capacity versus ~300 billion for Low. Thermal-
heavy grids drive higher water use due to coal, nuclear, and natural gas dominance. Con-
versely, the ERCOT Low scenario, characterized by a high share of wind and solar, yields
markedly lower water use at equivalent capacity levels. Over time, the proportion of statewide
water use attributable to data centers rises, reflecting growing regional pressures. Under the
ERCOT High mix, for example, Texas’s share increases from 5.87% in the High capacity sce-
nario in 2030 to 9.15% by 2040. Sensitivity to scenario assumptions is substantial; differences
in grid composition alone can produce swings exceeding 180 billion gallons in total water use
by 2040 for the same capacity level. Collectively, these results underscore the compounding
effects of capacity expansion and grid composition on water resource demand, highlighting
the importance of strategic siting, operational efficiency improvements, and low-water-intensity
energy sourcing in future data center development.
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6. Transparent and Resilient Data Center Planning: Policy Recom-
mendations

Call for Action: Enhancing Transparency and Cross-Sector Communication

The accelerating expansion of data centers in Texas deepens the urgent need for greater trans-
parency and systematic communication among key stakeholders, including data center opera-
tors, utilities, municipalities, state agencies, and private developers. Despite the sector’s grow-
ing influence on water, energy, and land systems, data relevant to operational water use, grid
impacts, and siting constraints remain fragmented or inaccessible. This opacity inhibits effec-
tive long-term planning, reduces resilience to resource stress, and increases the likelihood of
siting decisions that exacerbate regional vulnerabilities.

Enhanced transparency will improve the fidelity of forecasting models, help identify emerging
spatial and temporal resource conflicts before they materialize, and support equitable, resilient
infrastructure siting. In doing so, Texas can align private investment with public resource stew-
ardship and foster a more integrated, future-oriented planning environment.

Mapping Water Stress Against Infrastructure Expansion

As data center development accelerates, traditional resource planning frameworks are increas-
ingly misaligned with on-the-ground conditions. Recent projections from the Texas Water De-
velopment Board [45] reveal substantial geographic variation in freshwater availability by 2040.
When these projections are compared to the locations of operational and proposed data cen-
ters, a concerning pattern emerges: a number of large-load facilities are sited in regions pro-
jected to face significant water shortages. This spatial mismatch calls for rethinking siting
paradigms not only in terms of short-term feasibility but also long-term resilience, system-level
interactions, and equity implications for surrounding communities.

Red zones of projected water deficit in West and Central Texas overlap with several announced
Al and hyperscale developments, while water-surplus regions in East Texas remain underuti-
lized due to infrastructure gaps or permitting constraints. This distribution highlights a pressing
need for proactive coordination between developers and public agencies to align capacity ex-
pansion with sustainable resource availability.

Temporal-Spatial Mismatches and Strategic Siting Trade-offs

Effective data center policy must account for the misalignment between rapidly growing load de-
mand and the slower, uneven evolution of water and energy systems. Water availability fluctu-
ates with hydrologic conditions and long-term aquifer trends, while grid and water-infrastructure
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expansions unfold over multi-year permitting and construction timelines. These temporal mis-
matches heighten the risk that facilities are approved under conditions that no longer hold when
they become operational.

At the same time, spatial disparities create incentives to build in regions with strong grid access
but chronic water constraints, while water-resilient regions remain underutilized due to limited
transmission capacity or permitting bottlenecks. Without policy intervention, these misaligned
incentives reinforce siting patterns that increase long-term vulnerability.

A strategic policy response requires integrated planning tools that combine hydrologic projec-
tions, grid development schedules, and permitting timelines into a unified siting framework.
Targeted investment in resilient regions, paired with coordinated upgrades to transmission, wa-
ter conveyance, and regulatory processes, can shift development toward areas better aligned
with long-term resource security, reducing the likelihood of stranded assets and community-
level impacts.

Infrastructure and Permitting Bottlenecks

Even in water-abundant regions, development is often hindered by regulatory fragmentation
and infrastructure bottlenecks. Interconnection queues delay access to power; pipeline and
conveyance limitations restrict water delivery; and overlapping jurisdictions slow down permit-
ting. These challenges reflect not only logistical constraints but also deeper governance issues
stemming from sectoral silos and misaligned planning timelines.

Addressing these barriers requires harmonization of permitting frameworks, clearer inter-agency
coordination mechanisms, and alignment between public-sector timelines and private-sector
investment cycles. Without such reforms, Texas risks underutilizing its water-resilient regions
while overburdening its constrained ones.

Ripple Effects and Systems-Level Impacts

Data centers exert ripple effects across multiple interconnected systems. Large-scale ground-
water withdrawals can lower water tables, affecting agricultural productivity and ecological habi-
tats. Land-use conversions can modify runoff patterns, reduce flood resilience, and alter local
microclimates. Housing markets and transportation systems may also experience indirect pres-
sures as workforce and infrastructure demands grow.

COMPASS'’s systems-level approach emphasizes scenario resilience, spatial equity, and stake-
holder engagement. By modeling interactions across energy, water, land, and infrastructure
systems, this framework enables planners to anticipate and mitigate unintended cross-sector
consequences of large-load development.
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Toward Integrated Planning Frameworks

Transitioning from reactive to proactive planning requires breaking down data and governance
silos. Integrated frameworks must combine hydrologic projections, grid capacity models, land-
use constraints, and permitting regimes into unified decision-support tools. Such tools should
be dynamic, scenario-based, and capable of incorporating uncertainty.

COMPASS is piloting these integrated methods, leveraging geospatial overlays, multi-sector
scenario analysis, and structured stakeholder engagement to guide infrastructure investment.
The central objective is not merely to assess whether development is technically feasible, but
to evaluate whether it is sustainable, strategically aligned, and equitable over the long term.

Future Work

Future research should deepen the technical and institutional foundations required for accu-
rate, forward-looking assessments of data center water use, and evaluation of water sourcing
options. One priority is the development of methodologies that translate power draws, com-
pute unit architectures and thermal and reliability considerations to facility cooling and water re-
quirements. As advanced accelerators increasingly dominate data center load profiles, robust
modeling will require knowledge of thermal characteristics of compute hardware and compute
load demand profiles- such data is usually proprietary; however estimates can be arrived at
and are essential for quantifying the full water implications of Al-based computing.

Building on this, future work could also integrate workload-specific thermal and energy mod-
els to differentiate the water demands of training, inference, and high-performance comput-
ing. Such advances would support development of coupled energy—water—compute system
models capable of modeling dynamic interactions between compute hardware, grid character-
istics, cooling technologies, and regional hydrologic conditions. Another credible line of inquiry
involves comparative technology assessment, evaluating how alternative architectures (e.g.,
ASICs, memory-optimized designs) and advanced cooling systems (e.g., liquid immersion, cold
plates) influence water intensity.

In line with the above objectives, our team at the University of Texas at Austin is currently devel-
oping a web-based calculator to facilitate water-related planning and decision-making for data
centers. The backbone of this calculator will be in-house-developed models and harmonized
public datasets to estimate water use and assess water-sourcing options. We envisage that
this calculator will be made available to relevant stakeholders (water utilities, industry, local
government, community representatives) as required. It should be noted that this will be the
first-of-its-kind tool developed for broad use for data center operations.

Future work should also address localized environmental and community impacts, integrating
groundwater models, peak-day cooling loads, and land-use dynamics to evaluate how large-
scale deployments may affect surrounding agricultural, ecological, and municipal systems. Un-
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derstanding these localized effects is essential for siting decisions in water-stressed regions.

Finally, additional research is needed on governance and transparency frameworks that facili-
tate structured data-sharing between semiconductor firms, cloud providers, utilities, and regu-
lators. Developing voluntary or regulatory mechanisms for sharing compute hardware-related
data, standardized reporting of embodied water use, and coordinated planning horizons would
substantially improve the fidelity of long-term water modeling and support more resilient infras-
tructure planning.
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Appendix

The rapid expansion of data centers has introduced significant challenges in water manage-
ment, both from direct operational requirements and from the indirect demands of electricity
generation. To quantify water consumption, we consider the total water use of a data center as
the sum of its direct and indirect components:

VVtotaI = Wdirect + I/Vindirect (1)

Direct water use is primarily associated with cooling systems and other on-site processes, and
can be estimated using the water usage effectiveness (WUE) metric, defined as:

Annual Water Use (gal)  Wiirect

WUE = Annual IT Energy Use (kWh)  Eit

(2)

From this definition, the annual direct water consumption is calculated as:

Protal x U x 8760

Wairect = WUE X Byt = WUE X PUE

)

where L)t denotes the annual energy used by the IT load of the facility, Piota represents the
total installed facility power (kW), U is the utilization factor (0—1), and 8760 is the total number
of hours in a year.

Indirect water use is attributable to the water consumed by the electricity generation required
to power the data center. It can be estimated based on the grid’s water intensity, /44, using:

Windirect = Protal X U X Igrig 4)

We obtain the total water footprint of a data center by combining these components, which
provides a basis for comparison across different regional grids, capacity scenarios, and ef-
ficiency measures. This framework facilitates a sectoral analysis that highlights the relative
contributions of direct operational consumption versus grid-dependent water use, and allows
for meaningful benchmarking against other industrial and municipal water demands within a re-
gion. Moreover, examining variations in WUE, PUE, utilization, and grid water intensity allows
researchers to assess the sensitivity of total water consumption to technological and operational
improvements, supporting evidence-based planning and sustainable resource management.
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Water Use Computation Data Normalization and Texas Share

For each scenario, total water use was normalized to Texas’ statewide water demand (in billion
gallons per year) to estimate the relative share of data center water consumption:

Texas Share (%) = Weotal 100.

Texas
The model was implemented in Python. All numeric outputs were stored in a structured DataFrame,
including:
« Direct, indirect, and total water use (gal)
* Minimum, maximum, and average water use

» Texas share (%) for each scenario

Results were summarized by year, capacity scenario, facility case, and grid case, providing a
comprehensive assessment of potential water impacts from future data center growth in Texas.
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Table 5: Scenario Definitions for Data Center Water Use Analysis

Scenario Type Name Defining Parameter Reference Notes
Total facility capacity
(MW) [46, 47]

Capacity Scenario Low 2030: 40,000; 2040: Reflects conservative
60,000 growth assumptions

consistent with moder-
ate deployment trends.

Capacity Scenario Medium 2030: 55,000; 2040: Represents the ex-
85,000 pected market-average

expansion of data cen-
ter capacity based on
industry projections.

Capacity Scenario High 2025: 8,000; 2030: Captures a high-growth
70,000; 2040: 110,000 scenario driven by ag-

gressive Al and cloud
infrastructure adoption.
[20, 31, 48]

Facility Case Base Case Utilization 0.85, PUE Standard efficiency data
1.15, WUE 0.25 center reflecting current

operational norms.

Facility Case High Efficiency Utilization 0.90, PUE Optimistic efficiency
1.10, WUE 0.20 case reflecting state-

of-the-art design and
cooling technologies.

Facility Case Low Efficiency Utilization 0.75, PUE Less efficient scenario
1.25, WUE 0.35 representing older or

sub-optimally managed
facilities.
Generation mix [41]

Grid Case ERCOT Low Wind 45%, Solar 25%, Represents a future grid
NG 25%, Coal 3%, Nu- with high renewable
clear 2% penetration, minimizing

indirect water use.

Grid Case ERCOT Moderate ~ Wind 25%, Solar 25%, Reflects a balanced grid
NG 40%, Coal 5%, Nu- consistent with projected
clear 5% ERCOT generation fore-

casts.

Grid Case ERCOT High Wind 7%, Solar 22%, Thermal-heavy grid sce-

NG 46%, Coal 15%,
Nuclear 10%

nario reflecting historical
reliance on fossil and
nuclear generation.
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